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Abstract

The purpose of this study is to explore the various privacy and security concerns conveyed by social media users in relation to the use of mHealth wearable technologies, using Grounded Theory and Text Mining methodologies. The results of the emerging theory explain that the concerns of users can be categorized as relating to data management, data surveillance, data invasion, technical safety, or legal & policy issues. The results show that over time, mHealth users are still concerned about areas such as security breaches, real-time data invasion, surveillance, and how companies use the data collected from these devices. Further, the results from the emotion and sentiment analyses revealed that users generally exhibited anger and fear, and sentiments that were negatively expressed. Theoretically, the results also support the literature on user acceptance of mHealth wearables as influenced by the distrust of companies and their utilization of personally harvested data.

Keywords: mhealth, privacy, security, wearables

1. Introduction

The World Health Organization (WHO) defines mHealth as “medical and public health practice supported by mobile devices, such as mobile phones, patient monitoring devices, personal digital assistants, and other wireless devices” (World Health Organization, 2011). With the dawn of miniaturized devices, low-power body-area wireless networks, and ubiquitous smartphones, the growing field of mHealth wearable technologies has attracted remarkable commercial activity, consumer interest, and acceptance by major healthcare providers (Kotz et al., 2016). As such, consumers have accepted wearables into their everyday lives, considering them essential to their daily routines, wellness, and health. The global market value of wearables technology in 2015 was over $24 billion (Perez & Zeadally, 2018). By 2026, the market value of wearables is projected to increase by over 250% to $150 billion.

Although mHealth wearable technologies may indeed improve quality of healthcare and quality of life, they also engender security and privacy issues. Wearables, by constantly collecting, transmitting, and storing data, handle information that are cogitated as personal, private, sensitive, or confidential which can lead to severe privacy implications, threats, and risks. Therefore, privacy and security of personal data while using mHealth wearable devices continue to be of great concern. Owing to the high data sensitivity and the mobility of the devices, privacy concerns have proved to be more important in the context of health wearables than other technological devices (Miltgen et al., 2013). Accordingly, understanding the users’ expressed privacy and security concerns with mHealth wearables, can help to get further insights on how to minimize or alleviate these concerns.

As such, social media affords new prospects for analyzing numerous facets of, and patterns in communication. Studies (Correia et al. 2020; Domalewska 2021) have looked at various health related challenges through the lens of social media mining. Consequently, social media mining includes an array of analyses, from simple counting of the likes, retweets, and users’ demographics to more sophisticated measuring of quantifiable information such as sentiment, popularity, or reach (Domalewska, 2021). To the best of our knowledge, no considerable work has been conducted to explore the privacy and security concerns of users, associated with mHealth wearable technologies, using social media mining.

The purpose of this study is to investigate the various privacy and security concerns expressed by social media users in relation to the use of mHealth wearable technologies, using Grounded Theory and Social Media mining techniques. Further, this research seeks to fill the gap by examining mHealth security
and privacy related topics, and compare and contrast the findings with extant literature, and propose an emergent theoretical framework that explains these user expressed concerns.

The remainder of the paper is organized as follows: the next section provides a brief literature review, followed by a detailed description of the research design and methodology including data collection and social media analytics. The results section summarizes the findings from an analysis point of view that aims to evaluate the expressed concerns, the general sentiments towards mHealth wearables privacy and security related issues, and how these issues evolved over time. The paper concludes with a discussion of the findings, and a presentation of limitations and future research.

2. Literature review

The emerging field of wearable technologies, has become popular in several application domains, including healthcare, entertainment, and others (V. Motti & Caine, 2015). These devices provide users with the ability to measure and monitor their lifestyles in a methodical manner (Kari et al., 2017). However, extant literature frequently cited privacy and security problems as leading barriers to the insistent acceptance of mHealth wearables (Kang et al., 2013; L. Lee et al., 2015). The notion of privacy is not new, and it has commonly been defined as a person's ability to control the terms by which their personal information is captured and used (Westin, 1968). It was suggested by Bunnig and Cap (2009) that privacy encompasses protecting personal information from being misused by malicious entities and permitting certain authorized entities to access that personal information by making it visible to them. Research has revealed that privacy concerns and sentiments of security threats can impede the usage of e-commerce systems (Eastlick et al. 2006), online health information systems (Bansal et al., 2010) and especially, location-based services (LBS) of mHealth technologies (Zhou, 2012).

Privacy and security issues inhibit the acceptance and distribution of technology in the IT domain (Cho et al., 2009; C. Lee et al., 2011). Owing to the high data sensitivity and the flexibility of the devices, privacy concerns have proved to be more significant in the perspective of health wearables than other technological devices (Miltgen et al., 2013). It was postulated that privacy-related threats can be classified as identity threats, where patients may lose their identity credentials, thus allowing access to their personal health information (PHI); and access threats, where patients have ultimate control on the collection, use, and disclosure of PHI, but if they fail to express their consent broader-than-intended access may be granted (Plachkinova et al., 2015).

Security refers to the protections, methods, and tools used to safeguard against the inappropriate access or release of information. As such it is one of the key factors in guarding the users from any type of uncertainties and risks. mHealth security covers the triads of confidentiality (guaranteeing that the collected data is available only to the authorized entities), integrity (confirming the correctness and trueness of the data being transmitted), and availability (survivability notwithstanding security attacks). mHealth wearable technologies must secure the users' trust and provide surety that they will be safe, so that there will be no hindrance to the adoption of these devices (AlHogail, 2018).

With the proliferation of the use of social media sites, emerging research aims to utilize this media as a rich data source to gain insight into ‘real-life’ use experiences. Studies such as (Al-Ramahi et al., 2016; V. Motti & Caine, 2015) demonstrate the use of text-mining of online user reviews, which affirms the potential for analyzing posts made on social media platforms as a means to better understand the privacy and security concerns of mHealth wearables as expressed by users.

3. Research design and methodology

The research method used in this study was adapted from Al-Ramahi et al. (2016) and saw the combination of grounded theory and text-mining, which are considered to epistemologically compatible. Therefore, the automation of the extraction and evaluation of social media posts was performed through text mining within the grounded theory framework (Charmaz, 2006). Firstly, data collection was performed based on a specific time and keywords of interest. Further, the compiled tweets were preprocessed and open-coded using text mining. Secondly, the Latent Dirichlet Allocation (LDA) algorithm was implemented for topic modeling, which allowed for the automatic extraction of concepts from the large corpus of text data. In our research we evaluated different LDA models, by varying the number of topics (k) up to a maximum of 50, and evaluated them against the held-out test items. Therefore, the perplexity of a held-out test set was computed to evaluate the generated models. The dataset was divided in which 80% (n=20420) of the data was used to train the models, while the remaining 20% (n=5105) was used for the held-out test set.

Manual coding through ATLAS.ti on a representative sample (n=1,000) was done to confirm the findings of the topic modeling. Thirdly, axial
coding and selective coding were conducted to unearth appropriate higher-level categories. Finally, Brandwatch (BW), a social media mining platform was used to examine the data for aspects such as sentiment and trend analysis.

3.1. Data collection and preprocessing

The Twitter microblogging was our target social media platform for data collection. We utilized Brandwatch which provides access to the “Twitter firehose” which makes available every public tweet ever posted on Twitter in any language and from any geographic location that meets the search criteria. Several keywords such as invasion, theft, surveillance, expose, tracking, or data control were identified by scrutinizing the literature (V. G. Motti & Caine, 2014; Solove, 2006) as well as using online synonym generators such as Merriam-Webster and synonyms.com. The collected tweets were pre-processed by removing stop words, retweets, addresses, and certain words that are not context appropriate. We performed lemmatization and represented each document using the well-known Term Frequency Inverse Document Frequency (TF-IDF) weighting scheme (Haddi et al., 2013). The extracted English tweets were for the period June 1, 2010, to Dec 31, 2021. The following query was used:

```
((mhealth OR wearable* OR smartwatch* OR "mobile health" OR "m-health" OR Fitbit OR "fitness tracker*")
AND (intru* OR protect* OR (access AND control) OR (data AND control) OR expose OR transparent OR consent OR confidential* OR leak* OR anonymous* OR malicious OR unauthorized OR harvest OR hack OR theft OR privacy* OR breach OR invad* OR capture* OR invasion OR (location AND tracking) OR breach OR disclose OR manipulate OR (third AND party) OR (3rd AND party) OR sensitive* OR access OR (unauthorized AND access) OR (privacy AND concern) OR vulnerable* OR violate* OR (privacy
```

3.2. Open coding using text mining

In this phase of the analysis the labeling of the phenomena discovered in the posts was done to create concepts (Charmaz, 2006). According to Myers (2009) the open coding phase form the basic foundation for Grounded Theory construction. Normally, manual content analysis is performed at this stage, however, we used text-mining, which according to Feldman and Sanger (2006) is the process of getting valid information from collection of documents through the discovery and identification of interesting patterns. The text-mining process like that of grounded theory necessitates objectivity which will allow for categories to emerge from the data (Yu et al., 2011).

Blei (2012) described topic modeling as statistical algorithms used to uncover hidden thematic structure or topics from large unstructured corpus of documents. In this study, the LDA-based topic Modeling (Blei, 2003) was used. According to Chiru et al. (2014), LDA has the greatest performance among various topic modeling algorithms when dealing with large-scale documents and deciphering identified latent topics. Further, the model produces automatic summaries of topics in terms of a discrete probability distribution over words for each topic, additionally it deduces per-document discrete distributions over topics.

Topics are typically manually labeled to ensure high labeling quality, particularly when such classification requires domain knowledge (Chang et al., 2009). To guarantee that the labeling was not biased, two independent researchers reviewed and labeled the 10 topics generated by the LDA model. The inter-rater agreement (kappa) between the two authors was substantial (kappa = .80) which, according to Landis & Koch (1977), indicates almost perfect agreement between two authors.

3.3. Axial & selective coding

We performed axial coding which involved the development of main categories and their sub-categories (Charmaz, 2006). In grounded theory, selective coding refers to the incorporation of the categories that have been discovered during the axial coding to form the theoretical framework (Pandit, 1996). Selective-coding is the process of integrating categories to build a theory and to refine the theory (Glaser & Strauss, 1967). Its task is to relate categories
found in axial-coding to a core category which represents the main theme of research (Pandit, 1996).

3.4. Sentiments and trend analysis

Liu (2010) opined that word-based data can be generally grouped into facts and opinions; where facts are actual expressions, while opinions are biased expressions that communicate people’s sentiments, appraisals, or feelings. Automatically attributing positive, negative, or neutral sentiments to segments of text that articulate opinions is classified as sentiment analysis (Jeong et al., 2019). Furthermore, emotion analysis provides an additional layer of related analysis by the use of “Ekman 6” (Anger, Fear, Disgust, Joy, Surprise, and Sadness) basic human emotions (Ekman, 1993).

A supervised algorithm named BrightView, an updated version of the ReadMe algorithm developed by (Hopkins & King, 2010) was used. The algorithm utilizes aggregate analysis which is principally suited when the amount of tweets that fit into specific categories over time is to be depicted. A training set of documents was manually coded into a set of predefined groups. Compared to traditional classification methods that concentrate on maximizing the percent of documents correctly classified into a given set of categories, the ReadMe algorithm underscores the broad categorization about the whole sets of documents (Hopkins & King, 2010).

We assigned approximately 20 tweets into each category (derived from the topic modeling stage), after which the Brightview algorithm was run on both past and future posts. The tweets were examined based on the assigned categories, and further training was conducted where necessary.

4. Results

A total of 25,525 unique English tweets which were returned for the period June 1, 2010, to December 31, 2021. Of this amount 37.1% (n=9444) were considered as noisy or irrelevant data, for example “Forgot to take my Apple Watch off tho and I really look like a spy kid”

4.1. Open Coding Results

Table 1 illustrates the result of a 10-topic LDA model produced during the open coding phase, where each topic was represented by the top-15 weighted words in its vocabulary distribution. A descriptive word or phrase was then ascribed to each topic to signify the main privacy and security concerns related to mhealth wearable technologies. For example the concept of Surveillance was evidenced in the following tweet: “I have opted out of sharing my activity data, but perhaps there’s a shared tracking cookie that could be leaking my location”.

![Topic 1 (T1) and Topic 2 (T2)](image1)

Figure 2. Sample Word Clouds

Figure 2 shows four sample generated word clouds, which highlight the most prominent words, as depicted by the words with the highest frequency.

4.2. Axial Coding Results

After completing the open coding step in which ten (10) privacy and security concerns were obtained, these were further abstracted into eight (8) concepts, table 3. For example, “Company Usage of Data” and “Access to Data” were generalized and placed as “Accessibility of Data”; “Control over wearables” and “Control over Patient Apps” to “Dynamic User Control”.

Table 3. Axial Coding Results

<table>
<thead>
<tr>
<th>Open Code</th>
<th>Axial Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Misure of Data</td>
<td>Data Harvesting</td>
</tr>
<tr>
<td>Control over wearables</td>
<td>Dynamic User Control</td>
</tr>
<tr>
<td>Control over Patient app</td>
<td></td>
</tr>
<tr>
<td>Real Time Data</td>
<td>Privacy Invasion</td>
</tr>
<tr>
<td>Capture of Personal Data</td>
<td>Information Gathering Consent</td>
</tr>
<tr>
<td>Access to Data</td>
<td>Data Accessibility</td>
</tr>
<tr>
<td>Company Use of Data</td>
<td>Data &amp; Privacy Protection</td>
</tr>
<tr>
<td>Date Protection</td>
<td>Security Vulnerabilities</td>
</tr>
<tr>
<td>Surveillance</td>
<td>Tracking Mechanisms</td>
</tr>
</tbody>
</table>
### Table 1. Open coding results with descriptive word or phrase for user concerns

<table>
<thead>
<tr>
<th>Misuse of Data (T1)</th>
<th>Control over wearables (T2)</th>
<th>Control over Patient Apps (T3)</th>
<th>Company Use of Data (T4)</th>
<th>Real Time Data (T5)</th>
<th>Capture of Personal Data (T6)</th>
<th>Data Access (T7)</th>
<th>Data Protection (T8)</th>
<th>Security breach (T9)</th>
<th>Surveillance (T10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>datum</td>
<td>control</td>
<td>control</td>
<td>fitbit</td>
<td>time</td>
<td>datum</td>
<td>access</td>
<td>protection</td>
<td>wearable</td>
<td>fitbit</td>
</tr>
<tr>
<td>personal</td>
<td>wearable</td>
<td>patient</td>
<td>datum</td>
<td>private</td>
<td>capture</td>
<td>new</td>
<td>Datum</td>
<td>security</td>
<td>control</td>
</tr>
<tr>
<td>health</td>
<td>gesture</td>
<td>app</td>
<td>personal</td>
<td>make</td>
<td>change</td>
<td>Privacy</td>
<td>breach</td>
<td>wearable</td>
<td></td>
</tr>
<tr>
<td>information</td>
<td>device</td>
<td>help</td>
<td>hack</td>
<td>datum</td>
<td>need</td>
<td>body</td>
<td>Data</td>
<td>privacy</td>
<td>surveillance</td>
</tr>
<tr>
<td>use</td>
<td>technology</td>
<td>mobile</td>
<td>health</td>
<td>real</td>
<td>personal</td>
<td>level</td>
<td>Issue</td>
<td>wear</td>
<td>apple</td>
</tr>
<tr>
<td>device</td>
<td>come</td>
<td>way</td>
<td>steal</td>
<td>enable</td>
<td>good</td>
<td>medical</td>
<td>consumer</td>
<td>wear</td>
<td>apple</td>
</tr>
<tr>
<td>collect</td>
<td>let</td>
<td>phone</td>
<td>company</td>
<td>tool</td>
<td>think</td>
<td>year</td>
<td>Say</td>
<td>use</td>
<td>business</td>
</tr>
<tr>
<td>secure</td>
<td>use</td>
<td>allow</td>
<td>information</td>
<td>invasion</td>
<td>activity</td>
<td>increase</td>
<td>healthcare</td>
<td>bring</td>
<td>diabetes</td>
</tr>
<tr>
<td>record</td>
<td>thing</td>
<td>use</td>
<td>buy</td>
<td>store</td>
<td>want</td>
<td>work</td>
<td>Security</td>
<td>human</td>
<td>disease</td>
</tr>
<tr>
<td>harvest</td>
<td>project</td>
<td>health</td>
<td>sell</td>
<td>use</td>
<td>track</td>
<td>info</td>
<td>Concern</td>
<td>bring</td>
<td>diabetes</td>
</tr>
<tr>
<td>know</td>
<td>glass</td>
<td>love</td>
<td>google</td>
<td>thank</td>
<td>acquire</td>
<td>company</td>
<td>Share</td>
<td>device</td>
<td>use</td>
</tr>
<tr>
<td>share</td>
<td>home</td>
<td>improve</td>
<td>wellness</td>
<td>protect</td>
<td>include</td>
<td>tech</td>
<td>challenge</td>
<td>camera</td>
<td>monitor</td>
</tr>
<tr>
<td>wearable</td>
<td>remote</td>
<td>device</td>
<td>acquisition</td>
<td>hand</td>
<td>really</td>
<td>phone</td>
<td>Need</td>
<td>create</td>
<td>market</td>
</tr>
<tr>
<td>patient</td>
<td>smawatch</td>
<td>monitoring</td>
<td>trust</td>
<td>data</td>
<td>point</td>
<td>monitor</td>
<td>Service</td>
<td>data</td>
<td>long</td>
</tr>
<tr>
<td>protect</td>
<td>want</td>
<td>care</td>
<td>say</td>
<td>people</td>
<td>research</td>
<td>personal</td>
<td>High</td>
<td>capture</td>
<td>trust</td>
</tr>
</tbody>
</table>

#### 4.3. Selective Coding Results

The selective coding section resulted in a final emergent theory on the privacy and security concerns of healthcare wearable technologies as expressed by social media users. At this stage the eight (8) concepts from the axial coding phase were abstracted to form five (5) higher level categories to include issues in: Data Management, Technical Safety, Data Invasion, Legal & Policy, and Data Surveillance. Figure 3 shows an illustration of how the theoretical construct emerged from an example tweet through the open, axial, and selective coding phases. The final emergent theoretical diagram is shown in Figure 6.

#### 4.5. Emotion and Sentiment Analyses

The expressed emotions of mHealth users relating to their privacy and security are captured in figure 4. The chart shows that 53% of the posts were depicting anger, with another 14% demonstrating fear. Further, 6% of the posts conveyed sadness, with 4%, expressing share disgust. For example, one tweet highlighted the concern of how their personal data was being handled by companies, “Fitbit is just another acquisition that will give Google access to hugely valuable sensitive data about us.” Some were fearful about what it meant to have all their location and fitness data being harvested through data surveillance. Interestingly, 22% of the posts were showing expressed joy by the users, which indicates that some of the users were pleased with the benefits gained from these devices.
For example: “I definitely suggest an Apple Watch. I love that it captures all of my calories lost for the day.” Based on the sentiments analysis performed through the Brandwatch tool, 71% of the posts depicted a negative sentiment, whereas 29% were positive, which coincides with the emotion analysis, where some users are satisfied with the benefits to be derived from these devices, even with expressed privacy and security concerns. This behaviour is in line with the Privacy Calculus theory, where individuals always rationally weigh the potential benefits and potential risks of data disclosure decisions (Culnan & Armstrong, 1999).

4.4. Dominant mHealth Privacy & Security Themes

An assessment of the dominant mHealth privacy and security themes discussed over the period under examination, shows that 22% of the posts were related to surveillance issues being expressed by the users, while 20% were concerned about how much control they truly have over these wearable devices. Further, the concern about the invasion of real time data accounted for 11% of the posts, while security breach and company use of the data were represented by 10% each. Other issues included the misuse of data, 9%, lack of data protection, 8%, personal data capture, 6%, and data access, 4%. The results also show that users seemingly were not utilizing nor having major issues with the control over patients apps, as less than 1% of the posts were related to that concern. The findings also show that as the popularity of mHealth devices grew between 2013 and 2017, more users were expressing concerns about lack of data protection and also data surveillance challenges.

Figure 5. Dominant mHealth Privacy and Security Issues

There were many discussions around 2015, which could be due to the increased download of fitness applications (Krebs & Duncan, 2015). Furthermore, another detected peak in 2020 in the surveillance domain, could be attributed to the acquisition of Fitbit by Google at the end of 2019.

5. Discussion

The emergent theoretical model shown in Figure 6, highlights five (5) abstracted categories, namely, Data Management, Technical Safety, Data Surveillance, Data Invasion, and Legal & Policy issues. Data Management issues encapsulates data harvesting, data accessibility, and information gathering consent. A study conducted by de Arriba-Pérez et al. (2016) showed that users of healthcare wearables are worried that data that is harvested via the sensors available in these devices may be misused by different individuals. Further, data accessibility continues to be of great concern for users which is supported by Arora et al. (2014) and Kotz et al. (2009). In addition, Abdolkhani et al. (2020) shared from their research, that users lament the lack of transparency on who owns and has access to the data, also, the lack of information gathering consent for continuous data collection and use. This concern is intensified since sensors in wearable devices allow the collection of a wide array of user data ubiquitously and unobtrusively on a continuum basis, and in most cases, without the explicit consent of the user.

The Technical Safety concern refers to the process of data collection, and is due to the lack of control over devices and data permissions, where users cannot choose to shut down a sensor individually or cancel data collection, making it difficult to authorize the viewing and use of data (Jiang & Shi, 2021). Therefore, users are concerned that they do not have dynamic control over wearables and patient apps which all have the ability to sense, collect, and store data which are often personal, confidential or sensitive; that is the user interaction with a wearable. On the other hand, users should have influence that will readily allow them to apply fine-grained control about what is collected and shared (V. Motti & Caine, 2015).

The findings also demonstrated that surveillance through different tracking mechanisms results in Data Invasion issues where information is collected most times without the knowledge of the users (Datta et al., 2018). Surveillance can be seen as “any collection and processing of personal data, whether identifiable or not, for the purposes of influencing or managing those whose data have been garnered” (Lyon, 2001, p. 2). This is confirmed by Young (2018) where the top five
wearable vendors were analysed to understand how they amass digital data on their users through surveillance assemblage, from which many concerns were discovered.

Our findings revealed that real-time data is affected by privacy invasion and security breach for healthcare wearables are caused by different security vulnerabilities, which all present data invasion concerns for users. This was confirmed by a study conducted by Ching & Singh (2016) outlining security and privacy vulnerabilities on wearable devices. It was shown that there exists some security weakness that makes wearable devices vulnerable to attack. One of the critical attacks on wearable technology is authentication issues.

Users are always concerned about their data and privacy protection, but it was apparent that there are legal and policy issues. Legal & Policy issues refer to a lack of policies and regulations on data security and privacy protection for wearable devices, especially healthcare wearables devices, once the manufacturers sell user data privately (Jiang & Shi, 2021). This concern was amplified by Lazzarotti (2015), in which it was suggested that HIPAA does not apply directly to wearable devices, but may be applied to wearables and their collection of health-related data only when related to a group health plan.

Myers (2009) recommended two vital conditions that must be met during the evaluation of grounded theory research: 1) rigor and validity; 2) generalization. In this study, the rigor and validity of the data analysis was realized through the use of a text-mining approach where concepts were extrapolated from a large corpus of tweets. This was also supported by the systematic approach in conducting the different Grounded Theory phases. Additionally, several tweets were identified which supported the privacy and security concerns deduced. Importantly, compared to manual coding with limited occurrences of the data, a higher degree of consistency and reliability can be realized through the mining of knowledge from a sizable volume of data (Yu et al., 2011). In terms of generalizability, we developed an emergent theoretical framework by extracting knowledge from the large corpus of text data. The framework demonstrated five (5) overarching privacy and security concerns: data management, technical safety, data invasion, data surveillance, and legal and policy issues.

Figure 6. Emerging Theoretical Model
6. Conclusion

The purpose of this study is to explore the various privacy and security concerns conveyed by social media users in relation to the use of mHealth wearable technologies, using Grounded Theory and Text Mining methodologies. To confirm the concepts from the open-coding phase a representative sample of tweets were analyzed using ATLAS.ti. The results of the emerging theory explains that the concerns of users can be categorized as relating to data management, data surveillance, data invasion, technical safety, or legal & policy issues. The sentiment and emotion analysis results demonstrated that the collected tweets were largely associated with anger and fear, and an overall negative experience.

Methodologically, the capability of text mining within the grounded theory context was utilized. We used the LDA algorithm for topic modeling, to automatically extract concepts from large amounts of text data, instead of manually analyzing and coding the tweets, which is time-consuming and subjective.

Theoretically, the findings provide evidence through the emergent theoretical framework, that users of mHealth wearables are concerned about data management, technical safety, data invasion, data surveillance, and legal and policy issues. Further, users’ distrust of companies and how their data is utilized is likely to influence the acceptance of these technologies, therefore the results also contribute to the literature of users’ acceptance of health consumer technology.

Practically, it can help policy makers with developing comprehensive guidelines to govern data collection, dissemination, and processing on these devices. Furthermore, better indicators of the acceptance and use of mHealth devices can be established through available data on the web which provides opportunities for tracking and analyzing actual users’ opinions about a phenomenon (Motiwalla et al., 2019).

A limitation of the study is the potential noise that accompanies social media posts and the impact of pulling data from only one social media platform, which could impact the findings. Therefore, future research will further explore the generalizability of these findings. In addition, understanding the concerns from users on other popular social media platforms like Reddit and Facebook may be beneficial.

Future research may also investigate other factors relating to privacy and security concerns in healthcare wearables usage and adoption such as the role of age, gender, and culture. Further studies will examine the relationships that exist between expressed sentiments and each privacy and security concerns. Further studies can investigate the generalizability of the developed emergent theory.
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