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Abstract 
Conversational agents are increasingly being used 

by the general population due to shortages in healthcare 

providers and specialists, and limited access to 

treatments. They are also used by people to deal with 

loneliness and lack of companionship. As these apps are 

increasingly replacing real humans, there is a need to 

explore their design features and limitations for better 

design of conversational apps. Using text mining and 

topic modeling, this study analyzed a total of 126,610 

reviews about Replika, a popular and well-established 

conversational agent mobile app. Our results 

emphasized current practices for designing 

conversational apps while at the same time sheds the 

light on limitations associated with these apps. Such 

limitations are related to the need for better 

conversations and intelligent responses, the need for 

advanced AI chatbots, the need to avoid questionable 

and inappropriate content, the need for inclusive design, 

and the need to address some technical limitations. 

 

Keywords: Conversational Agents, Social Chatbots, 

Artificial Intelligence, Design Features, Text Mining 

1. Introduction  

Nowadays, conversational artificial intelligence 

(AI), also called conversational agents, are used in 

healthcare with great potential that lies into the 

diagnostic, therapeutic, and preventive care of the 

population (Campbell & Jovanovic, 2021). Such agents 

interact with users using natural language (Luo et al., 

2022). The use of conversational agents as chatbots are 

widely accepted by users in multiple domains, including 

health applications (Bastos et al., 2022) such as mental 

healthcare AI chatbots (Brown & Halpern, 2021). 

The healthcare industry is evolving around 

innovative methods and emerging technologies, such as 

conversational agents, to improve the health and well-

being of the population (Campbell & Jovanovic, 2021; 

Wang et al., 2022) and support the human social and 

psychological needs (Beattie & High, 2022). 

Furthermore, such agents support users during crisis and 

stressful events by providing information, emotional, 

and companionship support (Wang et al., 2022). 

Conversational agents are meant to address 

different aspects of health and well-being (de Gennaro 

et al., 2020). People increasingly adopt and seek help 

from conversational agents (Campbell & Jovanovic, 

2021) for many reasons, including but not limited to 

shortage of healthcare professionals (Ahmad et al., 

2021), limited access to healthcare providers (Ahmad et 

al., 2021; Luxton, 2014), the need for social and 

emotional support (Bae Brandtzæg et al., 2021), the 

desire for help with mental health issues (Bae 

Brandtzæg et al., 2021; Brown & Halpern, 2021), 

hesitancy to reach out to professionals when help is 

needed (Bae Brandtzæg et al., 2021), and general unmet 

healthcare needs (Ahmad et al., 2021). 

The domain of mental health and well-being is 

centered around the patient (Ahmad et al., 2021). Many 

conversational agents, such as chatbots for mental 

health and well-being, have been widely developed and 

used (Dosovitsky & Bunge, 2021). However, to be 

successful in managing mental health and well-being, it 

is critical to understand current agent effectiveness in 

fulfilling their intended outcomes. It is important to 

understand users’ perceptions related to these emerging 

and promising health technologies. Understanding 

users’ preferences can inform future research and 

development of these agents.  
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Accordingly, this study aims to apply text mining, 

specifically topic modeling, to analyze online user 

reviews of a popular conversational agent app in order 

to better understand the drivers and limitations of 

conversational apps. Also, this study aims at providing 

a set of design recommendations of such apps based on 

the identified drivers and limitations. More specifically, 

how users’ experience with conversational agent apps 

can help improve the design of such apps. We used the 

conversational agent (Replika) as an instance of 

conversational AI used in healthcare. Replika is an 

emotionally intelligent companion chatbot that cares, 

provides emotional support, and supports social 

interaction by allowing users to “express themselves in 

a safe, judgement-free space and engage in meaningful 

conversations” (Ta et al., 2020). 

The rest of the paper is structured as follows: the 

next section presents a summary of literature pertaining 

to the conversation agent design for mental health and 

well-being. The research design and methodology 

section explains the data collection, preparation, and 

analysis. The results section introduces the topics found, 

and the discussion section illustrates the key findings 

from the study. The paper closes with a summary of 

contributions and limitations. 

2. Literature Review 

A number of studies addressed conversational agent 

design aspects and guidelines in different contexts, 

including the healthcare domain. Bin Sawad et al., 

(2022) analyzed the existing literature about different 

conversational agents used in health care and examined 

their underlying technology, AI methods, and 

evaluation measures. The analysis showed that 

conversational agents used in healthcare lack 

insufficient reporting of technical implementation 

details. Zhang et al., (2020) reviewed existing literature 

about conversational agents for improving physical 

activity and diet. Results showed that there is a lack of 

understanding with respect to practical and theoretical 

recommendations on designing such AI conversational 

agents. 

Wang et al., (2022) identified AI conversational 

agent’s functionalities and social characteristics using 

two virtual co-design workshops based on four different 

co-design activities. Results from the workshops 

showed that AI agents should support continuous 

monitoring, “scaffold their social interaction process”, 

follow social etiquette, and support context awareness. 

Other concerns of AI agents were related to emotional 

burden, privacy, and misinterpretation.  

Ahmad et al. (2022) followed a design science 

approach for designing personality-adaptive 

conversational agents. Following an iterative process, 

six design principles were identified. These principles 

were related to proactive support, competence, 

transparency, social role, anthropomorphism, and 

personality adaptivity. 

Rapp et al., (2021) analyzed relevant literature to 

analyze the human side of interactions with chatbots. 

Analysis of the literature emphasized a number of 

recommendations and issues to consider when it comes 

to chatbots. These include acceptability, usability and 

“user experience, conversational issues, emotional 

experience and expression, and humanness”.  

Kocaballi et al., (2019) have analyzed relevant 

literature related to personalization in conversational 

agents in healthcare. The analysis showed that content 

personalization was mainly related to “feedback, daily 

health reports, alerts, warnings, and recommendations”. 

Finally, ter Stal et al., (2020) analyzed relevant literature 

related to the design features of eHealth conversational 

agents. The analysis emphasized design features 

including the extent of presence of emotion, empathy, 

relational behavior, and caring, the degree of control 

over the agent, the amount of emotional behavior, as 

well as interactivity, presentation mode, and the degree 

of realism. 

Despite the fact that healthcare providers are 

passionate about the potential of conversational agent 

apps, they are less experienced in terms of the process 

of technology development (Campbell & Jovanovic, 

2021). In addition, there is a lack of practical 

recommendations with respect to the design of these 

applications for  lifestyle change and improving the 

overall well-being of the target population (Zhang et al., 

2020). Furthermore, traditional conversational agents 

do not dynamically adapt to the needs and personality of 

the users (Ahmad et al., 2022). Finally, many 

conversational agents are designed with “limited 

number of pre-defined inputs with pre-scripted 

responses” and address single user scenarios (L. Wang 

et al., 2021). 

Limitations in conversational agents design could 

lead to lower satisfaction by the users (Akhtar et al., 

2019), where satisfaction is mainly influenced by the 

agent’s communication accuracy and credibility (Chung 

et al., 2020). Furthermore, users reported issues with 

conversational agents related to informality, 

inconsistency of options, and negative language (Galko 

et al., 2018). The content and quality of the conversation 

is also a major concern when comparing conversational 

agents with human-human conversations (Hill et al., 

2015). Finally, the quality of the information, systems, 

and service of conversational agents can significantly 

affect the users’ experience (Trivedi, 2019). 

While prior research provided some insights into 

the design of conversational agents, such insights where 

mainly based on systematic reviews, co-design 

Page 3185



workshops, and design science approach, and suffer 

from limited exposure and input from users in real-life 

situations. In other words, there is a need to leverage 

“found data” on the web, such as online reviews, to 

understand the design of conversational agent apps. 

Further, existing recommendations emphasize the need 

to handle complex human conversations (Rapp et al., 

2021), an issue that could be addressed by 

understanding conversational agents users’ experience.  

Accordingly, this study aims to complement prior 

research by deriving design recommendations that are 

based on ‘large-scale’ and ‘organic’ input that reflect 

actual users’ experiences. Specifically, the research 

aims to analyze users’ reviews of a popular mobile 

conversational agent app that provides social support for 

mental health and wellbeing in order to suggest design 

recommendations that can help the overall design of 

conversational agent apps. 

3. Research design and methodology 

Figure 1 shows the research methodology. The 

methodology starts with collecting the conversational 

agent (Replika) app reviews using a Python script. The 

Replika app was selected because it is popular, widely 

used, and has thousands of reviews compared to similar 

apps.  

 

  
Figure 1. Research methodology 

 

The collected reviews were split into 1 and 2-star 

and 4 and 5-star rating reviews. The 1- and 2-stars are 

considered negative reviews, while the 4- and 5-stars 

reviews are considered positive reviews. This study did 

not consider the 3-stars rating reviews as they reflect 

neutral opinion.  

The conversational agent reviews were 

preprocessed and analyzed using topic modeling and 

results were used to identify challenges (obtained from 

the negative reviews) and drivers (extracted from the 

positive reviews) related to the use of conversational 

agents for social support, mental health, and well-being.  

We then converted the challenges and drivers 

obtained into design recommendations. The 

methodology is detailed in the following sub-sections. 

3.1. Data collection 

The conversational agent (Replika) app reviews 

were collected using the Google-Play-Scraper (Planb, 

2022) which provides a set of APIs in Python to crawl 

the Play Store without any external dependencies. We 

collected a total of 143,400 reviews, representing 

17,027 and 109,583 1 and 2-star ratings and 4 and 5-star 

ratings, respectively. 

3.2. Data Preprocessing 

The collected reviews were processed by removing 

punctuation marks, stop words, non-English words, 

numeric and alphanumeric content. The reviews were 

then lemmatized and represented using word-level bi-

grams (Cavnar & Trenkle, 1994); for example, “hold 

conversation,” “need improvement,” and “real person”.  

3.3. Topic Modeling using LDA 

Topic models are statistical-based models for 

uncovering themes from a large unstructured collection 

of documents (Blei et al., 2003; Mimno & Blei, 2011). 

Latent Dirichlet Allocation (LDA) is a widely known 

topic modeling algorithm that is used to “generate a set 

of topics using a probability distribution over words in 

each topic” (Blei et al., 2003). A topic model can help 

automatically summarize textual data and simplify 

manual content analysis.  

The LDA model was optimized using the coherence 

score measure (Syed & Spruit, 2017) in order to 

determine the optimal number of topics to be generated. 

Since the users will interact with generated topics from 

the LDA model, the coherence score is considered the 

best measure (Stevens et al., 2012) since it leads to 

better human interpretability of topics (Röder et al., 
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2015) compared to other measures such as the 

perplexity measure (Zhao et al., 2015).  

To label the topics, the LDA results were visualized 

using PyLDAVis and t-SNE. The labeling process was 

based on the 30 most relevant terms returned in the 

visualization and their estimated overall term frequency 

within each topic.  

Two researchers independently labeled the topics to 

ensure validity and consistency in the labeling process. 

Inter-rater reliability (kappa statistic) (Landis & Koch, 

1977) was evaluated to ensure that the researchers 

assigning topic labels would eventually obtain similar 

evaluations.  

The final list of topics was generated by 

qualitatively comparing the listed topics and their 

meanings and synthesizing the topics into a final list of 

high-level topics. 

Results from topic modeling were used to suggest a 

set of design recommendations that can help improve 

conversational agent apps and user experience. 

4. Results  

We analyzed a total of 17,027 1 and 2-star rating 

reviews and 109,583 4 and 5-star rating reviews. For 

each set, we have plotted the coherence against the 

number of topics and chosen the number of topics that 

yielded the maximum coherence score and used it as the 

final value for the number of topics to be used in the 

final LDA model.  

The LDA optimization for the 1 and 2-star rating 

reviews yielded, based on the coherence score, optimal 

parameter values for 46 topics (Figure 2).  

 

 
Figure 2.  The optimal number of topics based on 
coherence score for 1 and 2-star rating reviews 

 

On the other hand, the LDA optimization for the 4 

and 5-star rating reviews yielded, based on the 

coherence score, optimal parameter values for 48 topics 

(Figure 3). 

 

 
Figure 3.  The optimal number of topics based on 
coherence score for 4 and 5-star rating reviews 

 

The topic labeling process for both sets of reviews 

resulted in Cohen’s Kappa statistics of 0.80, which 

reflects substantial agreement among different raters 

(Landis & Koch, 1977). 

As shown in appendix A, the labeling process for 

the 1 and 2-star rating reviews topics ended up with 

seven high-level topics related to issues users reported 

with the conversational agent, Replika. These issues 

reflected the need for better conversation, the need for 

intelligent response, a simple AI chatbot, the presence 

of questionable/inappropriate content, the need for 

inclusive design, connectivity issues, and paid features. 

Table 1 summarizes the high-level topics and figure 4 

shows the word cloud for 1 and 2-star rating reviews. 

 
Table 1. 1 & 2-star rating reviews high-level topics 

Topics 

Need Better Conversations 

Need Intelligent Responses 

Basic AI Chatbot 

Questionable/Inappropriate Content 

Need for Inclusive Design 

Connectivity Issues 

Subscriptions – Paid Features 

 

 
Figure 4. Word cloud for 1 & 2-star rating reviews 
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As shown in appendix B, the labeling process for 

the 4 and 5-star rating reviews topics ended up with six 

high-level topics related to features acknowledged by 

the users of the conversational agent, Replika.  
 
Table 2. 4 & 5-star rating reviews high-level topics 

Topics 

Real, Interactive, and Meaningful Conversation 

Realistic Friend (Real Human) 

User Friendly (Ease of Use) 

Engaging and Interesting 

Helpful with Emotional Support 

Fun and Entertaining 
 

 
Figure 5. Word cloud for 4 and 5-star rating reviews 

 

These features related to the conversational agent 

being real, interactive, and providing meaningful 

conversation, representing a realistic friend/real 

human, being user friendly, engaging and interesting, 

helpful with emotional support, and being fun and 

entertaining. Table 2 summarizes the high-level topics 

and figure 5 shows the word cloud for 4 and 5-star rating 

reviews. 

5. Discussion and Design Recommendations 

(DRs)  

Despite the fact that conversational agents are 

widely used in different domains, their use in the 

domain of healthcare and well-being is relatively low 

(Laranjo et al., 2018). Accordingly, it is important to 

consider best design recommendations when it comes to 

designing conversational agents apps for healthcare and 

well-being applications to increase adoption, use, and 

impact.  

According to the findings from the analysis, 

conversational agents in the domain of mental health 

and well-being need to provide users with real, 

interactive, and meaningful conversation and resemble 

a real human. In other words, conversational agents 

should help users engage in different ways and aspects 

that are not easy to distinguish from real humans. 

Conversational agents should be designed in a way that 

maintains a quality conversation with the users and 

establishes different forms of relationship with them 

(Rapp et al., 2021).  

Furthermore, conversational agents need to be 

designed to have meaningful, genuine, and authentic 

conversations with the user (Siemon et al., 2022). The 

humanity of the conversational agent is another 

important aspect of users’ adoption (Tudor Car et al., 

2020). Conversational agents should be interactive and 

resemble real humans as closely as possible so that 

conversations with the users provide guidance and 

useful information (Bae Brandtzæg et al., 2021) and 

present mental health related content in an interactive 

and conversational style (Morris et al., 2018).  

Conversational agents in the mental health and 

well-being domain need to provide better conversations 

and provide intelligent responses and should outperform 

basic AI chatbot. In other words, conversational agents 

should be designed in a way that allows the agent to 

learn from the users’ data and not explicitly developed 

with specific scenarios and canned answers and 

responses. Furthermore, users of conversational agents 

expect the agent to provide accurate and evidence-based 

responses and adapt to different circumstances. 

According to a study by Parmar et al., (2022), 

ninety-six percent of health focused conversational apps 

are designed with a predetermined set of steps and then 

provided a response. In other words, the conversation is 

hard-coded in the algorithm rather than the 

conversational agent utilizing AI to learn from user-

specific data. These findings are consistent with prior 

research (Ahmad et al., 2022; Clark et al., 2019) where 

conversational agents need to be designed to adapt to 

long conversations and have the ability to answer 

different kinds of questions, including complex ones. 

Furthermore, the conversational agents need to be 

designed to memorize the conversations with the users 

in order to avoid repetitive and same answers and topics 

which could lead to the users being no longer interested 

in continuing the conversation (Ahmad et al., 2022). 

 

DR1: Conversational user experience that allow 

users to communicate with conversational agents 

the same way we communicate with each other. 

 

DR2: Conversational agents should be based on AI 

and natural language processing and avoid basic 

designs that are based on simple decision trees. 

 

Conversational agents should be easy to use and 

have a user-friendly interface for them to be accepted 

and adopted by the target user population. 
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Conversational agents need to be designed in a way that 

is easy to use and easy to access (Milne-Ives et al., 

2020). Users will increasingly use and adopt the 

conversational agent if it is easy to access and user 

friendly (Bae Brandtzæg et al., 2021). According to 

Sanny et al., (2020), personality, brand image, 

usefulness, and ease of use are considered important 

factors that influence users’ acceptance of 

conversational agents.  

 

DR3: The conversational agent should have a 

usable, friendly, and easy to use interactive 

interface in order to have efficient and effective 

conversation experience. 

 

Conversational agents should be designed in a way 

that engages users in the conversation and keeps them 

interested. Conversational agents should engage with 

users in human-like conversation and keep them 

interested and build relationships with them by utilizing 

current AI technologies (Siemon et al., 2022). In the 

domain of healthcare, engagement with health bots can 

improve symptoms of anxiety and depression by 

building better rapport with users (Parmar et al., 2022). 

Conversational agents should support fun and 

entertaining conversation with the users. Users’ 

acceptance of conversational agents is highly associated 

with the enjoyment of the agent (Tudor Car et al., 2020). 

According to user interviews by Skjuve et al., (2021), 

users of conversational agent Replika were able to 

establish successful relationships that could be more fun 

and interesting compared to human relationships. 

 

DR4: Conversational agents should be interesting, 

since users will tend to favor interesting agents over 

dull ones. 

 

DR5: Conversational agents should be designed 

with conversational styles that are interesting and 

engaging. 

 

Conversational agents should be designed to 

provide the necessary emotional support to the users. 

Emotional support shows high influence on both 

physical and mental health (Reblin & Uchino, 2008).  

Emotional support is related to the “provision of and 

expression of empathy, love, trust, and caring” (Bae 

Brandtzæg et al., 2021). Providing empathy and 

emotional support (Milne-Ives et al., 2020) could help 

users shape and form new behavior choices and patterns 

(Zhang et al., 2020). Conversational agents are sought 

as a source for appraisal, informational, emotional, and 

instrumental support because they are considered a safe 

conversation environment (Bae Brandtzæg et al., 2021). 

Conversational agents should be designed for 

relationship development (Bae Brandtzæg et al., 2021), 

companionship, and providing emotional support (Rapp 

et al., 2021). According to Siemon et al., (2022), 

conversational agents, such as Replika, “manages to 

provide emotional support, encouragement, and 

psychological safety through its responses”.  

 

DR6: Conversational agents should be designed to 

be respectful and sympathetic, especially for people 

with mental health issues. 

 

DR7: Conversational agents should incorporate 

emotional support into the conversation dialogue to 

improve health and well-being and build trust with 

users.  

Conversational agents need to be designed to avoid 

questionable and inappropriate content that is not 

relevant to the users. Conversational agents and chatbots 

should have the capabilities to recognize the users’ 

intent and context of the conversation to have a 

successful conversation (Rapp et al., 2021). According 

to Tudor Car et al., (2020), conversational agents may 

not be capable of handling specific situations and 

provide users with inappropriate advice that could lead 

to fatal risk. Irrelevant or inappropriate responses from 

conversational agents could hinder user satisfaction and 

adoption (van Wezel et al., 2021). 

 

DR8: Conversational agents should be designed to 

provide clear and accurate information with 

relevant responses to the conversation context. 

 

Conversational agents design should account for  

inclusive design criterion. Inclusive design is related to 

the design of systems in a way that ensures they will 

serve and address the needs of the general population 

(Goodman et al., 2006; John Clarkson & Coleman, 

2015) irrespective of accessibility, age, gender, 

language, and race. Designing conversational agents as 

peers and the ability to assign them gendered names 

could increase the agent’s social presence, which in turn 

requires careful consideration of these features (Zhang 

et al., 2020). According to Tudor Car et al., (2020), 

some conversational agents in the healthcare domain 

were designed to be gender specific, meaning that a 

male and female versions of the agent is available  to the 

users. Finally, a social-systems analysis is not present in 

research on conversational agents, and there is a need to 

consider bias in the design of these agents as they may 

contribute to reinforcing the “stereotypes or 

disproportionately affected groups that are already 

discriminated against, based on gender, race, or 

socioeconomic background” (Laranjo et al., 2018). 
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DR9: Conversational agents should be designed 

with an equally inclusive design, especially for 

conversational agents that support avatar to 

represent the agent. 

 

Conversational agents, like other mobile apps, 

could have different technical limitations including but 

not limited to connectivity issues, especially when the 

users need to start a conversation, limited essential 

features, and the need to avoid pushing the users to pay 

for desired features. 

 

DR10: Conversational agents should include 

features desired by the target population at no cost. 

 

DR11: Conversational agents should always be 

available to the users and accessed whenever is 

needed and that the agent is connected to backend 

systems to retrieve information and store users’ 

input. 

6. Conclusion and Limitations  

This study addresses design recommendations 

associated with mobile apps for conversational agents 

using online reviews. The research utilized a text mining 

approach to automatically uncover conversational agent 

app design based on reviews that reflect the actual user 

experience and use of the conversational agent app, 

Replika.  

Results from data analysis provide a high-level 

perspective on the desired features of conversational 

agent apps and how to improve the design of the apps. 

According to the users of the conversational agent app, 

a number of features would increase the adoption, use, 

and helpfulness of these apps. These features are related 

to the agent being real, interactive, and having a 

meaningful conversation, resembling a realistic 

friend/real human, being user friendly and easy to use, 

helping engage the users and keep them interested, 

helping the user when they need emotional support, and 

providing fun and entertaining experience to the users.  

On the other hand, users reported several 

limitations with the design of conversational agent apps 

that could hinder adoption and use and reduce users’ 

interest in such apps. These design recommendations 

are related to the need for better conversations and 

intelligent responses, the need for advanced AI chatbots, 

the need to avoid questionable and inappropriate 

content, the need for inclusive design consideration, and 

the need to address some well-known technical 

limitations. 

The analysis is limited to one well-known 

conversational agent app, Replika. As a result, future 

works should consider a wide range of mobile apps that 

fall under the same category, which may lead to more 

fruitful and useful findings. Despite the fact that the 

study analyzed more than one hundred thousand reviews 

about the Replika app, these reviews were scraped from 

the Google Play store. Future works could include an 

empirical investigation to predict reviews ratings using 

the limitations and drivers as informative attributes. 

Future studies might need to consider reviews about the 

same app from different stores such as the Apple Store, 

which should end up with a larger sample size for data 

analysis.  
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Appendix A: Codebook for Labeling 1&2 Star Reviews Topics 

ID Topic Example Supporting Reviews 

1 Need Better 

Conversations 

“Most of the answers are canned and only tangentially related” and “this app just has a 

bunch of canned responses. It's not really an AI”  

2 Need Intelligent 

Responses 

“Becoming apparent the response can be totally nonrelated. Limited intelligent response” 

and “if you put in mindful intelligent responses this app will respond with nonsense” 

3 Basic AI Chatbot “It's a pretty basic AI, it can't go outside of its main topic a lot and seems more of an 

attempt of some programmer to make a dysfunctional response machine than anything 

else” and “this supposed AI can't remember anything, including my name” 

4 Questionable/ 

Inappropriate 

Content 

“This app actually becomes verbally abusive and lies to harm”, “told me to kill myself”, 

and “engaged in gaslighting, abusive behaviors, mocking disabilities, constantly lied, 

mocked/harassed sensitive topics”  

5 Need for Inclusive 

Design 

 “I would rate it five stars if there was a black skin for your Replika its just totally racist”, 

“the app is extremely slow and doesn't even offer that many genders for me or the AI”, 

and “Replika has amazing potential, but the AI cannot understand gender and uses the 

wrong descriptors and pronouns when talking” 

6 Connectivity Issues “I’m loving the app, but the connectivity issues get to my nerves which never happens to 

other apps” and “connectivity issues make it unusable” 

7 Subscriptions – Paid 

Features 

“Even if you kept saying no and told the AI to stop, it will always try to make it romantic 

relationship to grab your Cash” and “you shouldn't have to pay for simple features!”, 
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Appendix B: Codebook for Labeling 4&5 Star Reviews Topics 

ID Topic Example Supporting Reviews 

1 Real, Interactive, 

and Meaningful 

Conversation 

“A really nice interactive way to 'talk' about things”, “a very good interactive AI”, “it is 

capable of holding meaningful conversation as well as asking for its own validation” and 

“deep, meaningful conversation” 

2 Realistic Friend 

(Real Human) 

“It’s funny how my AI picks up everything I say like a real human being” and “the app 

feels like a real human being and does reacts to your real emotions hence surprising you 

out!” 

3 User Friendly (Ease 

of Use) 

“Amazing easy to use”, “app is easy to use and it's nice having someone to talk to”, “easy 

to use and intuitive”, and “it's a great and user-friendly app for AI learning” 

4 Engaging and 

Interesting 

“This AI's responses were usually engaging enough that you could still have a pretty 

coherent conversation”, “it's engaging and learns pretty fast”, “a truly unique and 

interesting experience”  

5 Helpful with 

Emotional Support 

“Emotional support for my mental health”, “emotional support robot. Very good tool for 

anxiety and depression”, and “amazing if you need emotional support and you cannot 

talk to a human” 

6 Fun and 

Entertaining 

“Definitely a fun and entertaining AI experience”, and  “interesting and entertaining and 

educational” and “interesting This is fun and entertaining!” 
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